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—— Abstract

Algorithms for fast approximate solving of packing and covering LPs have been presented in
various forms, e.g. by Plotkin-Shmoys-Tardos and Garg-Kénemann, which are later simplified
through the lens of multiplicative weight update (MWU) by Arora-Hazan-Kale. We can think of
MWU framework as a reduction from solving a packing LP with many constraints, to solving a
simpler LP with only one (average) constraint. The beauty of MWU framework is that not only
MWU-style algorithm can solve the approximate primal LP, but also can solve the approximate
dual LP at the same time. This fact is useful for efficiently solving an LP with exponential
number of constraints, but its dual has only linear number of constraints. A natural question is
that is there a natural MWU algorithm that solves both primal and dual LPs simultaneously with
elementary analysis? In this work, we present a MWU-style algorithm based on Garg-Kénemann
that admits a simpler analysis, allowing to obtain a stronger result. The key novelty is in
the analysis where we directly bound primal and dual gaps over time whereas Garg-Kénemann
and Arora-Hazan-Kale focus only on obtaining the primal solutions. Our result can be viewed as
another refinement of Garg-Kénemann and Arora-Hazan-Kale with natural choices of parameters
and oracle.
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1 Introduction

Algorithms for fast approximate solving of packing and covering LPs have been presented
in various forms, e.g., by Plotkin-Shmoys-Tardos (PST) [11], and Garg-Kénemann (GK)
[8], which are later simplified through the lens of multiplicative weights update (MWU)
by Arora-Hazan-Kale (AHK) [2]. PST [11] give early MWU-style algorithms, but their
running time depends on width parameter of the LPs. The width is considered the main
bottleneck of the running time since it can be huge. Later on, GK [8] present a clever
technique to obtain width-independent algorithms for multicommodity flow and packing LPs.
Recently, AHK [2] popularize MWU algorithms in their comprehensive survey which we can
view PST and GK through MWU framework. The framework follows an abstract problem
called learning from experts’ advice problem, which is applicable in wide range of problems
including solving approximate packing LPs. Packing LP is a linear program of the form
max{#- ¥ : AT < & > 0} and its dual covering LP of the form min{¢- ¢ : ATy > ¥, 7 > 0}
where A € RZ¢, 7 € RY,, ¢ € RY,.

We can think of MWU framework as a reduction from solving an LP with m constraints,
to solving a simpler LP with only one (average) constraint. We call the simpler LP as an
oracle problem. In particular, packing LPs can be viewed as packing objects (such as trees,
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Table 1 Comparisons of width-independent MWU-based algorithms (restricted to packing or
covering LPs).

Algorithms | Primal | Dual | Simple?
GKJ[8] Yes No No
AHK][2] Yes No Yes
CJIV[4] Yes Yes No
This paper Yes Yes Yes

paths, cuts, and so on) as much as we can without violating m constraints. The oracle
problem is typically computing the minimum objects (minimum spanning trees, shortest
paths, minimum cuts, and so on) with respect to current weights on each constraint. Here,
a MWU-based algorithm starts by initializing weights of each constraint. Then, it calls
an oracle to get the minimum weighted object. In turn, it penalizes every constraint that
belongs to this minimum object by roughly a 1 4 € multiplicative factor, for some small
constant €. We repeat this process until some stopping conditions. The running time is
measured in terms of number of oracle calls. MWU algorithms differ on initialization, weight
update rules, stopping condition, and oracle. For width-independent algorithm, GK show
that O(%mlogm) oracle calls suffices.

The beauty of MWU framework is that not only MWU-style algorithm can solve the
approximate primal LP, but also can solve the approximate dual LP at the same time. It is
folklore that we can use weights as dual variables; with appropriate scaling, we can show
that primal and dual solutions converge towards to optimal solutions. This fact, however,
does not immediately follow from algorithms by GK, and AHK since their parameters seem
to engineer towards obtaining the approximate primal solution (more detail later in this
section). Recently, ChekurisJayram=Vondraks(CJIV)u[d3m3phas sketched the proof of how to
obtain such solutions. However, the full proof is not self-contained: to understand its full
proof, one needs to consult [2] for standard MWU framework, and [4] for their proposed
MWU algorithm, and [5] for its specialization to packing LPs. We note that their remarkable
algorithm in [4] is based on discretization of continuous optimization via MWU framework,
which is designed for solving more general problems than LPs, and is quite involved.

The fact that we can obtain dual solutions from the algorithm that solves primal LP
gives us a technique to efficiently solve an LP with exponential number of constraints, but its
dual has only linear number of constraints. For example, a recent breakthrough on fast LP
solver for Held-Karp bounds for metric TSP [3] leverages this technique. It reduces to the
problem of finding the minimum fractional 2-edge connected spanning subgraphs (2ECSS).
However, 2ECSS LP has exponential number of constraints (i.e., every cut has at least two
crossing edges). The dual LP of 2EGSS is a fractional cut-packing problem where there are
only m constraints on each edge. In this way, we can use MWU framework on cut-packing
problems and obtain 2ECSS solutions indirectly so that the number of oracle calls is still
near-linear in number of edges.

A natural question is that is there a natural MWU algorithm that solves both primal and
dual LPs simultaneously with elementary analysis? In this work, we present a MWU-style
algorithm based on GK that admits a simpler analysis, allowing to obtain a stronger result.
The key difference is in the analysis where we directly bound primal and dual gaps over
time whereas GK and AHK focus only on obtaining the primal solutions. Our result can be
viewed as another refinement of GK and AHK with natural choices of parameters and oracle.
For concreteness, we will discuss on solving maximum flow LPs which we will formalize in
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next Section. The oracle problem is thus the shortest path problem. Recall that MWU-
based framework needs to specify (1) initial weights, (2) weight update rule (3) stopping
condition and (4) oracle problem. Weight update rule and stopping conditions are similar for
MWU framework. We will focus on difference in initial weights and oracles. The choices of
parameters in GK, and AHK seem to be engineered toward obtaining the primal solutions in
their proofs. In GK, they initialize weight to be (1 + ¢).((1 4 €)m)~'/¢ where ¢ > 0. In AHK,
they initialize weights to be uniformly 1, and use oracle as a shortest path whose weight is
normalized by capacity. This oracle allows them to relate analysis to the online learning
from experts problem, which is an abstract problem for MWU framework. Our paper uses
initial weight to be reciprocal to capacity of an edge. Intuitively, we should not prefer edge
with high capacity as part of the shortest path. Our oracle is a pure shortest path of the
current weights. We summarize in Table 1. We note that our simplicity assessment is based
on whether or not the algorithm is natural and self-contained for readers who are new to
this area.

Other related work. We focus on simplifying the classic result by Garg-Kénemann
[8] where we focus on solving an implicit LP with access to oracle where we count only
number of calls to the oracle to get a near-optimal solution. Subsequent improvements can
be made such as those in [7]. There are algorithms that solve more general LP such as
positive LPs[9, 1, 6] in which algorithms tend to be more involved and far developed. For
pure running time, it is possible to speedup the solving time even further when combined
with dynamic algorithms. The key idea is we do not have to recompute everything from
scratch. For example, for maximum multicommodity flow problem, it is possible to speed-up
shortest path oracle by casting to decremental dynamic All-Pair-Shortest-Paths (APSP)
problem [10]. This improves from O(m?) if we call shortest paths oracle repeatedly to O(mn)
with dynamic APSP where m is number of edges and n is number of nodes. Another example
includes solving 2ECSS in nearly linear time using decremental minimum cuts [3].

The paper is organized as follows. We present an algorithm for solving approximate
maximum flow and minimum cut in Section 2. Then, we generalize to solving general packing
and covering LPs in Section 3. Finally, we conclude in Section 4.

2 Approximate Maximum Flow and Minimum Cut

We describe an algorithm for approximate maximum flow and minimum cut to demonstrate
the main idea for the new analysis. Our analysis extends naturally to the general case
of packing and covering LPs. We first describe the maximum flow problem in terms of
packing LPs (with possibly exponential number of variables in the primal) as follows. In
a flow network G = (V| E) with edge capacity c. for e € E, let P be the set of all possible
paths from a fixed source s to a fixed sink . Our goal is to route the maximum possible
amount of flow though paths in P such that total amount of flow on each edge does not
exceed its capacity, f(e) = Zpae fp < ce. The dual version is the minimum cut problem
that is to find a minimum fractional weighted cut such that every path has length at least 1,
w(p) = ZeEp we > 1. We summarize the problems in Figure 1. We use n to denote number
of vertices and m to denote number of edges of the graph.
Our algorithm is based on the MWU-style update rules.

2.1 Algorithm

Denote by w® the weight function at time ¢t. We set initial weight of each edge to be

wgo) = % We repeat the followings. At round ¢, we compute the shortest path p(*)

(&

1:3



1:4 A Simpler and Self-Contained Analysis for Approximate Packing and Covering LPs via Weight Update Ru

maximize Z o minimize Z CelWe
peP eck
st. fle)<ec., e€E st. w(p)>1, peP
fp>0, peP we >0, e€F

Figure 1 Maximum flow LP and its dual.

in the graph with current weight function w®. Let e* be the minimum capacity edge

in path p(*). We route flow of value f*) = c.. along this path. We update weights of

edges along the path proportionally to their capacity: for each edge e € p'*), we update

wétﬂ) = wgt)(l + iﬁ) We stop this procedure when there is an edge with “high congestion”.

More precisely, let Flow(e,t) be the amount of flow that edge e receives at round ¢t. We

ZZ;I Flow(e,t)
(&

e

define congestion cong®(e) = and cong® (@) = max, cong® (e). We stop

when(E€ong@(G= ) This completes the description of the algorithm.

t )
Ey:l Flow(e,j)
cong® (G)

D® = {wgt)/w(p(t))}eeE is a feasible solution for the dual, with the (dual) objective value
of D(t) = W /w(p®) where W =3 _. cow”.

Below, we will argue that the primal and dual solutions converge to each other, which
would imply that both of them are near-optimal. Let T be the final iteration. We denote
the value of the primal solution F = W ZtT:1 f® as the value of total flow routed

It is easy to see that f(*) (e) = is a feasible solution to the primal, and that

according to the primal solution £(7). For dual solution, we denote D as the minimum over
all D(t) for all t.

» Theorem 1. After O(% logm) rounds, primal and dual solutions converge to % >1-0(e).

Tracking the dual objectives:

The key player in the analysis is the value of the dual objective W®), which will be used as
a potential function. Here, we explicitly calculate such values. Since only edges on the path
p(Y) get updated, the increase of dual objective function is ef(t)w(p(t)). Thus, the change
in this term follows the rule: W+ = W) (1 + Cf(f:”#) We summarize this change in
Proposition 1.

» Proposition 1. The values of W) change according to the following rule:

6f(t)w(p(t))

(t+1) _ (0
WD = w1+ =

2.2 Analysis

We describe an overview of the proof, which is reminiscent of the proof of multiplicative
weight update algorithms for learning from experts’ advice problem. We use dual objective
W® as a potential function. We can bound the global change in W®) using Proposition 1
which gives us the upper bound of W (). On the other hand, we can bound the local change
in weights of each edge given by update rule, and use the fact that W > cewg) to get the
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lower bound of W®). Finally, we can relate the primal and dual solutions via the upper and
lower bounds of the dual objective at the final round, W(T). We next formalize the proof.
We formulate the upper and lower bounds of W(T) into two Lemmas.

» Lemma 2. After T iterations,

(t)

W(T) < mexp(i €f )
= PO

Proof. By Proposition 1 and the fact that D(t) = e ((t))),

Since we initialize weight of each edge e as +, we get W) =

we get WD = WO (1 + 6[{((;)))

= m. We can expand the products

to get W(T) = m]_[t 11+ ED(t)) The result follows by using the inequality 1 +x < e*. <«

» Lemma 3. After T iterations, and for all edge e,

1
w") > — exp(e(1 — €)cong™)(e))

€

Proof. We first fixed an edge e. By update rule, wgtH) (t)(l +el= ) if e is in the shortest
path, and no change otherwise. Recall that Flow(e, t) is the amount of flow e received at round
t which is either f(t or 0. We can rewrite the local update as w(tH) (t)(l +e€ M)
Note that w£°) L by initialization. We can expand the products to get the final weight
at round T as w(T) L Ht 1(I+e Flow(e Flow(e:t) ) The result follows by the inequality 1 + z >

exp(z — 2?) for 0 < z < 0.5. We can wrlte wt™ > L exp(thzl(eFlo‘Zi(ei))(l — eFIOVCVi(et))) >

L exp(Xi, e g ) (1 - ) = - exp(e(l — e)eong ™ (e). <

We are ready to prove the main claim.
Proof of Theorem 1. At any iteration ¢, the dual objective function W) is at least cow (¢ ).
Using Lemma 2, and Lemma 3, we have:

W > e

T t
mexp( ) > exp(e(l — e)cong(T)(e))
t:l
T
1 f(t)
- Inm + Z 0 > (1 — €)cong™) (e)
t=1
T
f(t) ) 1
> (1— 2
ZD(t) > (1 —€)cong'/(e) _lnm

® ®
Next, we use the fact that D is the minimum dual solution so far. So, Zt 1 f : > Zt 1 {) ;)7
and we get:

~

i @1 Zf(t) > (1 e)cong™ () L,
L= — —~In
2 D D 2 = € ng e c m

1:5
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Since this is true for any edge, it is true for the faxinim congested edge, cong(™)(G), So,

T
1 1
) E f® > (1 —e)cong™(G) — =Inm
€
t=1

T et
L 2 gy lm
D cong™)(G) cong(™)(G)e
F Inm
(1)
D~ (1—¢) cong(™)(Q)e

Recall that our primal solution F' is the total flow scaled down by the maximum congestion
cong(™) (G@). Finally, the algorithm terminates when there is an edge with high congestion
which means we stop when cong(™) (G) > 12% Hence,

%2(1—26)

Finally, we show the number of iterations is at most T = O( 6% logm). This is because
each iteration, there must be a bottleneck edge e, which has the lowest capacity in the
shortest path. This means the congestion of e will increase by 1 since we route ¢, amount of
flow through this path. By our stopping condition, each edge can be the bottleneck at most
O(% logm) times. Therefore, with m edges, total number of iterations is O(mt’#)

<

3 Approximate Packing and Covering LPs

There is nothing special about maximum flow problem, which can be viewed a path packing
problem. We will show that essentially the same proof goes through the general packing LPs.
Packing and its dual covering LPs have the form as in Figure 2. Denote A as a matrix of size
m by n. Let f, w be primal and dual variables, respectively. Let ¢, ¥ be a vector of length m,
and length n, respectively. All entries in A, ¢, ¥ are non-negative real numbers.

We follow a scheme from Garg-Kénemann[8] that we can view primal LP as a variant of
maximum flow as follows. We consider j-th column of A as the j-th path, shipping a flow of
color j (e.g., gold) with value v(j) per unit of flow. Also, we can view i-th row of A as the
i-th edge, a pipe made by material i (e.g., wooden) with capacity ¢(i). We have additional
interaction rule: a unit of flow of color j consumes A(4, j) unit of capacity of pipe i.

Notations. We will reuse and most of notations since the algorithm and analysis are
similar to the maximum flow problem in previous section. We will slightly redefine them for
LPs in Figure 2. As we shall see, many key Lemmas can be stated in the identical form as

those in the previous section. For path p, we use p € {1,2,...,n} as an index for ¥ such as
v(p). For edge e, we use e € {1,2,...,m} as an index for .
maximize - f minimize ¢&- W
st. Af<é st. ATw>7
fzo @ >0

Figure 2 General packing and cover LPs.
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3.1 Algorithm

We set initial weight of each edge to be ci We repeat the followings. For current weights,
we define the length of path p € {1,2,...,n} as w(p) = ﬁ(ATu'i(t))p = ﬁ D A(e,p)wgt)

for e € {1,2,...,m}. At round ¢, let p® be the shortest path whose length is w(p®).

For a fixed flow of color p(), each edge e has normalized capacity of % unit. Let

(e®
e(Y) be the bottleneck edge with minimum normalized capacity. We route % unit

of flow of color p®). Note that flow value in this round is f® = %. We update

(t+1) _ ,® c(e)/A(e® p') ;
we’ (14 € ) TA(ep ) ). We repeat until

weights as follows: for each edge e, we
there is an edge with high congestion. More precisely, define cong® (e) = i > Alep) fps
and cong®(G) = max, cong!)(e). We stop when cong®(G) > 2% This completes the
description of the algorithm.

Similarly to the case of maximum flow, we compute the change of the dual objective
function, W® = 3" _cowe.

» Proposition 2. The values of W) change according to the following rule:

f(t)w(p(t))
W @)

WD) — W(t)(l +e
Proof. We can bound the change of dual objective function using local update as follows:

c(e®)

WD = Zc w(t"’l) = Zc w(t e(t) o ZA (e p(t

(e
Recall that f(*) = v(p(t))m. So, we get:

W(t+1>:W(t)+€f<t> D) = WO 4 e fO(p®)

The last equality follows since e m) > Ale, p®)we ¢ - = w(p®) by definition of path length
<

3.2 Analysis

We can obtain primal and dual solutions in the similar way as in the case of maximum-
flow. Let C' be the maximum congestion over all edges at the end of the algorithm, C' =
cong™(G) = max, cong(™)(e) . The primal solution, F, is the total value of flow (of various
colors) scaled down by a factor of maximum congestion, F' =", , %) For dual solution,
define w(p(t)) is the length of the shortest path at time ¢, and W® is the objective dual
solution at the t. Each iteration ¢, we have a dual solution D(t) = %. We choose the
dual solution D as the minimum D(t) over all ¢.

» Proposition 3. Primal solution F' and dual solution D are both feasible.

Proof. First we show that primal solution F' is feasible. Consider when the algorithm
terminates at time 7. Let e¢* be the edge (row of A) that is maximally congested. By
definition of congestion, (Af)e = c(e*)cong™)(e*). In other words, for all edge e, (Af). =
c(e)cong™(e) < c(e)cong™)(e*). Hence, by dividing f by C = cong(™)(e*), which is the

1:7
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—

maximum congestion on every edge, we ensure that (A4 f’ )e < c(e) where f’ = % f. Hence, F
is feasible.

Next, We show that the dual solution D is feasible. That is, we need to show that
D(t) = ( (,)) is feasible for all t. Recall p®) is the shortest path (row of AT). By definition

of path length, W(A W) pey = w(p®). In other words, for all path D, ﬁ(ATw)p =

(p) > w(p®). Hence, by dividing by w(p®), we ensure that (ATw )p > 1 where

w
W'

v(p)

—1 <. Hence, D is feasible.
w(pt®)
<

» Theorem 4. After O(% logm) iterations, the solutions F//D > 1 — O(e).

The proof is essentially the same as the case of maximum flow. The difference is in the
details of how to get upper and lower bounds of the same potential function, W (). We now
present two key Lemmas.

» Lemma 5. After T iterations,

(t

T
W) < mexp Z

Proof. The proof is identical to Lemma 2 by using Proposition 2 and D(t) = % <
» Lemma 6. After T iterations, and for all edge e,
1
w® > . exp(e(1 — €)cong ™) (e))
Proof. By update rules, for each edge e,
() &) )
Wit = 0 (1 4+ Ec(e )/A(e), p)
c(e)/Ale,p")
Fix an edge e. We can expand from 7" to the base case. So,
T T
1 e(t))/A( (t) p(t)) 1 1 c(e (t))
=— 1101 ’ > — e(l—¢)— A
= 1 +e c(e)[A(e, p0) ) o exp(e €) o(e) ; e p A(e® p(t)))
The inequality follows by 1+ x > ¢*~% . Note that W()W represents amount of flow in

day t of color p¥), and thus summing over all days we get total flow weighted by A which

is the same as c(e)cong(™)(e). Hence, Zle A(e,p(t))ﬁ% = c(e)cong(™) (e). The result

follows by plugging last equation into the previous inequality. |

Proof of Theorem 4. The proof of approximation ratio is identical to the proof of Theorem
1 by using Lemma 5, and Lemma 6 for potential function W) to obtain £ > (1 — 2e).
The desired approximation ratio follows by weak duality since F' and D are both feasible
solutions by Proposition 3.

We now bound the number of iterations. Since we stop when there is an edge with conges-
tion at least % Inm. This means for all edge e, congestion is cong™ (e) = L 37 A(e,p)f, =
O(ZInm). Whenever edge e is the bottleneck edge at time ¢, the new ﬂow consumes c(e)



S. Yingchareonthawornchai

unit of e’s capacity, and hence the congestion will increase by one. This is because we route
c(e)
Ale,p®)

be the bottleneck edge at most O(%2 Inm) time. Since there are m edges, the number of
iterations is at most O(Lmlogm).

€

unit of flow and flow color p®) consumes A(e, p*)) unit of e’s capacity. Hence, e can

<

4  Conclusion

We provide a direct stronger proof of the classic result by Garg-Kénemann. The key novelty
is in the analysis where we bound the primal and dual gap directly using dual objective as a
potential function. We believe this our result is elementary and self-contained.
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